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1 Summary 
The behavioral, social, and cognitive sciences are in the midst of an intensive debate about the 
replicability of their empirical findings. Shaken by the results of many replication projects that have 
been conducted in recent years, scholars have begun discussing (1) what replicability actually 
means and when a replication can be regarded as successful vs. failed; (2) whether low replication 
rates are due to too many false positive findings in the literature, to methodological weaknesses in 
the replication studies, or to the underappreciated influence of contextual effects, and (3) what can 
be done to effectively and sustainably secure a high level of replicability in the behavioral, social, 
and cognitive sciences. So far, most of these discussions have been based on ad-hoc arguments. 
Thus, a concerted, integrative, and interdisciplinary meta-scientific research program is needed to 
systematically scrutinize these arguments. “META-REP” is such a program. Projects joining “META-
REP” will contribute to the emerging field of replication science. More specifically, projects will (1) 
define, operationalize, and assess replicability and replication success (vs. failure) in their respective 
field precisely and validly (the “what” question); (2) comprehensively explain why replication rates 
vary across and within scientific fields (the “why” question); and (3) evaluate and optimize the effec-
tiveness and suitability of potential strategies aimed at increasing or maintaining replication rates in 
different fields (the “how” question). The results from this program will be relevant for all sciences 
that are discussing issues of replicability. On a broader level, this program will enrich the public 
discourse about the credibility, the value, and the usefulness of science in general. 
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2 State of the Art and Preliminary Work 
Many behavioral, social, and cognitive sciences have been disconcerted by the surprisingly low rep-
lication rates that have been reported in recent years. In psychology, for instance, several extensive 
replication projects (e.g., the “Reproducibility Project: Psychology”; Open Science Collaboration, 
2015; or the “Many Labs” projects; Ebersole et al., 2016; Klein et al., 2014, 2018) suggest that many 
psychological findings ‒ including those that have been published in high-impact journals and pre-
sented in standard psychology textbooks ‒ cannot be replicated. But psychology is not an exception. 
Similar replication projects conducted in behavioral economics, the life sciences, and the neurosci-
ences mirror the findings observed in psychology (e.g., Begley & Ellis, 2012; Button et al., 2013; 
Camerer et al., 2016, 2018; Ioannidis, Munafò, Fusar-Poli, Nosek, & David, 2014; Poldrack et al., 
2017; Prinz, Schlange, & Asadullah, 2011). These findings ‒ as daunting as they may appear ‒ have 
led researchers to critically assess their scientific practices, their theories, and the incentive systems 
that have dominated their respective fields. Consequently, we are now seeing (1) an intensifying 
scholarly exchange about “replicability” particularly in the behavioral, cognitive, and social sciences 
(e.g., Dettweiler, Hanfstingl, Schröter, & Burzan, 2019; Goodman, Fanelli, & Ioannidis, 2016; note 
also the steadily growing number of publications on this topic displayed in Figure 1), and (2) a radical 
paradigm shift regarding the degree of transparency and methodological rigor that funding agencies, 
scientific journals, and science organizations are currently demanding (see Munafò et al., 2017; 
Vazire, 2018). 

 

 
 

Replicability has become a (meta-)scientific research object, and scholars in the behavioral, social, 
and cognitive sciences are unraveling critical questions such as what replicability actually means, 
why replication rates are sometimes so low, and how replicability can be improved. Importantly, 
understanding replicability is also societally relevant given that it is directly linked to laypeople’s and 
decision-makers’ trust in science (e.g., Hendriks, Kienhues, & Bromme, 2016; Wingen, Berkessel, & 
Englich, 2019). The Priority Program “META-REP” proposed here will contribute significantly to this 
debate by (1) describing and defining “replication” (including “successful” vs. “failed” replications) 
across different scientific disciplines (the “what” question), (2) explaining why replication rates vary 
across and within different disciplines (the “why” question), and (3) evaluating measures that have 
been proposed and implemented to increase replication rates (the “how” question). These three 
aspects will be discussed in the following sections. 

 

Figure 1: Increase in pub-
lished articles on the “rep-
lication crisis” in psychol-
ogy, sociology, and the 
neurosciences between 
2010 and 2018 (source: 
Google Scholar) 

http://scholar.google.de/
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2.1 The “What” Question: What is Replicability and When Can Replications Be 
Regarded Successful (vs. Failed)? 

In quantitative research, the term “replication” has been used to characterize a variety of different 
activities (e.g., Freese & Peterson, 2017). These activities can be categorized along two dimensions, 
that is, (1) whether or not new data were collected for the replication, and/or (2) whether the replica-
tion differed from the original study regarding design, measures, or data analysis. Combining these 
two dimensions results in a 2×2 matrix (see Table 1). Although the specific terms sometimes differ 
across disciplines (Barba, 2018; Duvendack, Palmer-Jones, & Reed, 2017; Goodman et al., 2016; 
Hamermesh, 2007; National Academies of Sciences, Engineering, & Medicine, 2019) and different 
disciplines have focused on different cells so far (Christensen, Freese, & Miguel, 2019), the basic 
idea can be applied to all empirical sciences. 

 
Table 1: Types of “Replications” in the Behavioral, Social, and Cognitive Sciences 

 ...Using the same data ...By collecting new data 

Same materials, methods, 
code (i.e., no deviation) 

Reproducibility Analysis Direct/“Exact” Replication 

Different materials, meth-
ods, code etc. 

Robustness Analysis Generalizability Analysis (Exten-
sion; “Conceptual” Replication) 

  
 

Apart from the question what “replication” means and how it is understood in different disciplines, an 
unresolved question is when a replication attempt can be considered “successful” vs. “failed.” Re-
garding reproducibility (the upper left cell in Table 1), the question is how much deviation from the 
originally reported result is acceptable: zero changes, a particular absolute or percentage deviation? 
For instance, in brain imaging research, which is typical in the cognitive neurosciences, the question 
how much spatial overlap (i.e., in voxels) is sufficient to count as a successful “spatial replication” is 
unclear (Hong, Yoo, Han, Wager, & Woo, 2019). For robustness analyses, direct replications, and 
conceptual replications, defining “success” vs. “failure” is even more difficult. The problem starts with 
a proper definition of the “replicandum” (see Earp & Trafimow, 2015; Wong & Steiner, 2018). The 
question is: what is it that needs to be replicated exactly? 

For example, in their Reproducibility Project: Psychology, which conducted “direct” replications (the 
upper right cell in Table 1), the Open Science Collaboration (2015) analyzed whether the effect ob-
served in the replication study was statistically significant in the same direction as the effect observed 
in the original study, and whether the original point estimate of the population effect size was within 
the replication studies’ confidence interval. In addition, the authors used a subjective assessment of 
the replication success. Other authors proposed alternative approaches to classify (LeBel, McCar-
thy, Earp, Elson, & Vanpaemel, 2018) or quantify replication success, building, for instance, on 
“small-telescope testing” (Simonsohn, 2015), Bayesian inference (Patil, Peng, & Leek, 2016; Verha-
gen & Wagenmakers, 2014), or estimates of the a priori probability of replicating a “true” effect 
(Trafimow, 2018). To date, there is no single accepted definition or operationalization of “replication 
success” within or across disciplines (see also Nosek & Errington, 2019). Notably, replicability base-
rates may vary considerably across disciplines and sub-fields within a discipline: the cognitive sci-
ences are more likely to deal with “anthropologically constant” effects than, for instance, social psy-
chology (Gergen, 1976, 1996). In order to evaluate and compare replication rates across disciplines, 
replicability base-rates (or priors) and discipline-specific sampling errors need to be taken into ac-
count (see Bird, 2018; Ioannidis, 2005; Ulrich et al., 2016). 
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In addition, there has been some debate about whether previous replication projects (such as the 
Reproducibility Project: Psychology) might have underestimated the “true” replicability of behavioral, 
social, and cognitive science effects. For instance, several scholars have highlighted that the studies 
included in the Reproducibility Project: Psychology ‒ the last study in a multiple-study paper pub-
lished in one of three high-impact journals in psychology ‒ might be particularly susceptible to an 
upward-biased effect size estimate (e.g., Fiedler, 2018a; Gilbert, King, Pettigrew, & Wilson, 2016; 
Ingre & Nilsonne, 2018). One consequence of this upward bias in the original study is that replication 
studies are often underpowered (Erdfelder & Ulrich, 2018; Etz & Vandekerckhove, 2016). Also, the 
finding that effect size estimates in the replication studies were considerably lower than in the original 
studies might represent a regression artifact (Fiedler & Prager, 2018). 

The Priority Program proposed here ‒ “META-REP” ‒ will scrutinize the conceptual and empirical 
tenability of these arguments and, thus, bring some order into the current debate about replicability 
and replication success in the behavioral, social, and cognitive sciences. More specifically, projects 
included in “META-REP” will 

1. evaluate, compare, and refine methodological and statistical approaches to estimate re-
producibility, robustness, “direct” replicability, and generalizability, respectively, and assess their 
applicability in different disciplines ‒ these approaches include, for instance, “systematic forking 
paths”/“specification curve”/“multiverse” analyses (see Simonsohn, Simmons, & Nelson, 2015; 
Steegen, Tuerlinckx, Gelman, & Vanpaemel, 2016; for examples, see Lonsdorf, Klingelhöfer-
Jens, et al., 2019; Rohrer, Egloff, & Schmukle, 2017; Wacker, 2017; or the #narps Project in 
NeuroImaging), base-rate corrected replication rates (Bird, 2018), conditional causal effects es-
timates (Wong & Steiner, 2018), Bayesian estimates (Patil et al., 2016; Verhagen & Wagenmak-
ers, 2014), or “replication closeness” indicators (Trafimow, 2018); 

2. assess the extent to which reproducibility, robustness, “direct” replicability, and generalizability 
indices (in replication projects and meta-analyses) may provide a biased picture of the “true” 
replicability in different sciences (e.g., Fiedler & Prager, 2018; Stanley & Spence, 2014; Carter, 
Schönbrodt, Gervais, & Hilgard, 2019) and develop methods to correct for these biases; 

3. by using best-practice approaches, provide a valid and systematic picture of the reproducibil-
ity, the robustness, the “direct” replicability, and the generalizability of behavioral, social, and 
cognitive science findings, while taking a more heterogeneous and more representative range of 
effects and methods ‒ as well as specific historic and political backgrounds of different research 
areas ‒ into account. 

 

2.2 The “Why” Question: Why Do Replications Fail, and Why Do Replication Rates 
Vary Within and Across Disciplines? 

Accepting that the behavioral, social, and cognitive sciences do have a problem with the replicability1 
of their effects inevitably leads to the “why” question. What are the causes and conditions that have 
led to (or amplified) this problem? Much has been speculated about these causes and conditions 
(e.g., De Boeck & Jeon, 2018; Nelson, Simmons, & Simonsohn, 2018; Nosek, Ebersole, DeHaven, 
& Mellor, 2018, just to name a few), but a systematic empirical investigation of these causes and 
conditions across disciplines is lacking. Two reasons for low replication rates have been discussed 
in depth so far: inflated false-positive rates and the underappreciated context dependency of effects. 

 

                                                
1 For reasons of simplicity, we will use “replicability” as an umbrella term here (instead of mentioning all four types of 
“replications” listed in Table 1). Yet, the arguments discussed here apply, in principal, equally well to reproducibility, the 
robustness, the “direct” replicability, and the generalizability of findings in the behavioral, social, and cognitive sciences. 

https://www.narps.info/index.html#about
https://www.narps.info/index.html#about
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2.2.1 Inflated False-Positive Rates 

The assumption underlying this argument is that many effects are not reproducible, robust, and “di-
rectly” replicable (see Table 1) because they never existed in the first place ‒ stated differently, that 
the literature is full of “false positive” findings (e.g., Ioannidis, 2005; Simmons, Nelson, & Simonsohn, 
2011). Needless to say, effects that do not exist are unlikely to be replicated.  

Causes for inflated false-positive rates can exist both on the individual (i.e., researcher) level as well 
as on the system (i.e., scientific community) level. On the individual level, “Questionable Research 
Practices” (QRPs; see Bakker, van Dijk, & Wicherts, 2012; John, Loewenstein, & Prelec, 2012; Sim-
mons et al., 2011; see also Fiedler & Schwarz, 2016)2 and unintended errors (“honest mistakes”) 
may explain the non-replicability of a specific finding (Nuijten, Hartgerink, van Assen, Epskamp, & 
Wicherts, 2016). Notably, QRPs are not necessarily applied in bad faith; their prevalence may also 
reflect the perpetuation of (inappropriate) norms in a field (Smaldino & McElreath, 2016), the adop-
tion of practices that are no longer applicable in a new context, or by motivated reasoning (Ioannidis 
et al., 2014). On the system level, publication bias (i.e., a system that favors the publication of hy-
pothesis-congruent / “significant” over hypothesis-incongruent or “non-significant” results; e.g., 
Franco, Malhotra, & Simonovits, 2014; Nosek, Spies, & Motyl, 2012; Szucs & Ioannidis, 2017; Wilson 
& Wixted, 2018) or conflicts of interest (Lieb, van der Osten-Sacken, Stoffers-Winterling, Reiss, & 
Barth, 2016) can inflate false-positive rates and cause upward-biases regarding reported effects in 
the literature.  

On the one hand, publication bias itself is sufficient to produce high false-positive rates, even if no 
QRPs are executed on the individual level. Low base rates of true effects and low statistical power 
(due to small sample sizes) amplify this problem (Ioannidis, 2005). On the other hand, publication 
bias and other aspects of the academic incentive structure (e.g., hiring decisions based on quantita-
tive output in terms of publications and external funding, Dougherty & Horne, 2019) amplify individ-
ual-level processes by incentivizing researchers to exploit their analytical flexibility or to abandon 
“double-checking” for errors. 

Notably, the discussion about QRPs (and the extent to which they result in false positives) has fo-
cused on experimental lab research, which is dominant in (some sub-disciplines within) psychology, 
behavioral economics, or the neurosciences. For instance, neuroscientists typically deal with high-
dimensional data and an excessive work-flow flexibility allowing thousands of different options to 
analyze their data (Carp, 2012; Luck & Gaspelin, 2017; Poldrack et al., 2017) and massive require-
ments for correction of multiple comparisons (e.g., Eklund, Nichols, & Knutsson, 2016). At the same 
time, sample sizes (Turner, Paul, Miller, & Barbey, 2018) and, hence, statistical power is typically 
low (Button et al., 2013; Cremers, Wager, & Yarkoni, 2017). In the social sciences (such as quanti-
tative sociology), by contrast, observational data are prevailing (Freese & Peterson, 2017), and there 
are often hundreds of justifiable possibilities to specify analytical models (e.g., in terms of which 
subgroups, variables, or interaction terms to be included in regressions; and which regression mod-
els to be used; see e.g. Christensen et al., 2019). At the same time, the number of cases is very 
large, meaning that there is a high statistical power to detect even very small effects. Thus, in quan-
titative sociology and other social science disciplines, the large analytical flexibility in combination 
with non-transparent reporting practices may be a more severe cause for non-replicability than the 
selective publishing of research observed in experimental psychology (Christensen et al., 2019; 
Christensen & Miguel, 2018; Munoz & Young, 2018; Wuttke, 2019). 

                                                
2 Such QRPs include (a) the selective reporting of statistically significant findings in a dataset (while neglecting non-signif-
icant ones; cf. Renkewitz, Fuchs, & Fiedler, 2011), (b) the strategic inclusion vs. exclusion of outliers (in order to decrease 
the p-value of one’s focal effect), (c) the strategic inclusion of covariates and/or interaction terms (cf. Christensen et al., 
2019) into the model, (d) strategic decisions to sample more participants (in order to make the focal effect statistically 
significant) or to stop data collection (if the p-value is below .05), and (e) “HARKing” ‒ hypothesizing after the results are 
known (Kerr, 1998). 
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Currently, meta-science theories on the incentive structures fostering QRPs are largely missing (see 
Auspurg & Hinz, 2017; Cottrell, 2014; Feigenbaum & Levy, 1993). There is some theoretical work 
on incentive structures in science (see already Merton, 1957), but hardly any systematic research 
that links these incentive structures to replicability. However, only a clear understanding of the norms 
and the mechanisms according to which academic institutions and scientific communities operate 
will eventually help us produce robust and replicable research (Wuttke, 2019). By inviting research 
projects that specifically analyze the impact of individual- and system-level causes as well as their 
interactions on replicability, the proposed “META-REP” program will contribute to a better under-
standing and cross-disciplinary exchange on how false-positive rates in the literature can be ex-
plained. More precisely, projects included in “META-REP” will 

1. systematically document and compare research practices, incentive systems, journal policies, 
and (implicit and explicit) normative expectations in specific areas (e.g., publication pressure; 
see Dougherty & Horne, 2019) in the behavioral, social, and cognitive sciences and their respec-
tive impact on replication rates (e.g., by correlating changes in norms to replication rates or by 
experimentally manipulating incentive systems); 

2. compare the impact of system-immanent incentive structures with other, more generic societal 
factors (such as societal expectations towards scientists, political pressure, conflicts of interest, 
media attention, etc.) on individual practices and norms in different disciplines; 

3. re-analyze existing replication projects and meta-analyses (i.e., meta-meta-analysis) with 
regard to individual- and system-level factors that produce biases in original and/or replication 
research (e.g., investigating publication bias in publication bias research; see Dubben & Beck-
Bornholdt, 2005). 

 

2.2.2 Context Dependency 

The second argument for low replication rates is built on the assumption that empirical effects in the 
behavioral, social, and cognitive sciences are much more context-dependent than expected. Context 
dependency means that the original effect exists under the specific conditions under which it has 
been tested, but not under any other conditions. Notably, the context dependency argument differs 
from the false-positive argument described in Section 2.2.1: while the false-positive argument as-
sumes that the reported effect size in an original study was considerably upward-biased (or that the 
effect did not even exist in the first place), the context-dependency argument acknowledges that the 
original effect had been estimated correctly, but that it existed only under specific conditions that 
were unfortunately absent in the replication study, such as sample characteristics, time/zeitgeist, 
location/culture, experimenter, materials, and methods. 

Compared to the false-positive argument, the context-dependency argument has received less at-
tention so far, although some scholars have used the argument to explain (post-hoc) why a particular 
effect could not be replicated in a “direct” replication project. Thus, context dependency as a possible 
explanation for the non-replicability of an effect is a double-edged sword: On the one hand, it is 
extremely informative to elucidate the boundary conditions under which an effect replicates or gen-
eralizes across studies. On the other hand, the notion of context dependency can be strategically 
used to “explain” the non-replicability of an effect, that is, to shield the effect from being challenged. 
This strategy is scientifically inappropriate because it immunizes a theoretical claim and makes it 
unfalsifiable (Lakatos, 1976; Meehl, 1990; Zwaan, Etz, Lucas, & Donnellan, 2018). The latter prob-
lem may explain why some scholars are so skeptical about the context dependency argument in the 
replicability debate. Nonetheless, it is theoretically plausible to assume that context dependency 
does predict replicability for some content domains.  
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Empirically, the context-dependency argument has received inconclusive support so far. On the one 
hand, by re-analyzing the Replication Project: Psychology data (Open Science Collaboration, 2015), 
Van Bavel, Mende-Siedlecki, Brady, and Reinero (2016) showed that the extent to which the effects 
were rated as context-sensitive (by experts) reliably predicted their replicability (for a critique on Van 
Bavel et al.’s approach, however, see Inbar, 2016). On the other hand, findings from the “ManyLabs 
2” project (Klein et al., 2018), a concerted attempt to replicate 28 psychological effects, suggest that 
the specific context characteristics investigated here (i.e., culture, task order, lab vs. online setting) 
did not substantially moderate effect sizes. Of course, this does not rule out the possibility that other 
context variables moderate the effects. More systematic research is therefore needed to elucidate 
“context dependency” both conceptually and empirically (Pettigrew, 2018).  

One important question that needs to be answered is whether variation in observed effect sizes (e.g., 
as observed in a ManyLabs study) is due (a) to a “true” heterogeneity of the focal effect as a function 
of moderators that are theoretically meaningful (because they qualify the effect on a conceptual 
level) or (b) to moderator effects on the operational or measurement level (i.e., construct validity; see 
Gollwitzer & Schwabe, 2019). For instance, studies suggesting that an experimental effect exists in 
some cultures, but not in others may either signify that the effect is truly culture-specific (e.g., Hen-
rich, Heine, & Norenzayan, 2010; Kerr, Ao, Hogg, & Zhang, 2018), that a manipulation has “worked” 
in some cultures, but not in others (e.g., Magraw-Mickelson & Gollwitzer, 2018), or that measurement 
properties of the observed dependent variable differ across cultures (i.e., measurement invariance; 
see Hussey & Hughes, 2018). 

Notably, context variables that appear “operational” at first glance may moderate the effect system-
atically and constitute substantive boundary conditions for an effect to emerge. A very good example 
in that regard is a series of projects that aimed at replicating the classic “facial feedback” effect 
(Strack, Martin, & Stepper, 1988), which is based on the hypothesis that activating the Zygomatic 
major (i.e., the “smiling muscle”), for instance, by holding a pen sidewise in one’s mouth, makes 
participants find cartoons more amusing than, for instance, holding the pen lengthwise in one’s 
mouth. A registered replication project involving 17 labs was unable to replicate the original effect 
(Wagenmakers et al., 2016), but the replication studies differed in a number of aspects from the 
original study. One difference was that, in the replication studies, participants were monitored via 
webcams (which did not exist in the 1980s). Recently, Noah, Schul, and Mayo (2018) were able to 
show that exactly this difference can account for the non-replicability of the original effect, and that 
being monitored is a substantive (and psychologically reasonable) boundary condition of the “facial 
feedback effect.” This example shows the (hitherto unexploited) value of elucidating the context-
dependency of effects and of differentiating between theoretically meaningful (i.e., substantive) and 
theoretically irrelevant (i.e., operational) moderator effects of “context.” 

In their critical commentary to the Reproducibility Project: Psychology, Gilbert et al. (2016) discuss 
other examples of context-related boundary conditions that may explain failed replications (for a 
response to their comment, however, see Anderson et al., 2016). Accepting that effects are context-
specific and systematically depend on boundary conditions, and that these boundary conditions can 
be more or less theoretically relevant is important to correctly interpret “failed” replications, but only 
if these boundary conditions can be correctly estimated, are specified a priori, and are replicable 
themselves (Hardwicke & Shanks, 2016). The context-dependency argument also underscores the 
need for conceptual replications (or “generalizability analyses;” see Table 1). While there is now a 
certain consensus about the methodological criteria for “direct” replications (e.g., Erdfelder & Ulrich, 
2018), the conceptual and empirical basis for conceptual replications is currently debated on various 
levels (i.e., philosophy of science, methodology, theory-building). 

In sum, while there have been some valuable attempts to elucidate the context dependency of ob-
served effects in the social, behavioral, and cognitive sciences, much more needs to be done across 
disciplines to fully understand when and why effects can or cannot be replicated and whether this is 
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due to variations of the effect itself or to methodological conditions under which the effect is investi-
gated. Thus, individual projects included in “META-REP” will 

1. re-analyze existing data (from meta-analyses and replication projects) with regard to the effects 
of (1) manipulation heterogeneity, (2) measurement invariance, and (3) sample characteristics 
on the heterogeneity / non-replicability of effects in different areas; 

2. analyze the usefulness of conceptual replications from (1) a philosophy of science perspec-
tive (Feest, 2019), (2) a conceptual (“theory-building”) perspective (i.e., how does a theory need 
to be specified in order to allow for appropriate conceptual replications; see Glöckner & Betsch, 
2011), (3) a pragmatic perspective (i.e., what are standards for useful “close” or conceptual rep-
lications; see Brandt et al., 2014; Crandall & Sherman, 2016), and (4) a cost-benefit perspective 
(Miller & Ulrich, 2016); 

3. evaluate the impact of underspecified theories, design characteristics, and invalid/questionable 
measurement models (“pseudo-measurements”) on replication rates in different research areas. 

 

2.3 The “How” Question: How Can a Sufficiently High Level of Replicability be 
Maintained Within and Across Disciplines? 

Many of the remedies that have been proposed in the literature so far focus almost exclusively on 
methodological practices, such as implementing “open science” and stricter data management 
standards; demanding more highly-powered studies; asking researchers to report their statistical 
results in more detail (e.g., effect size estimates and confidence intervals); encouraging Bayesian 
hypothesis testing in lieu of null hypothesis significance testing; or banning inferential statistics from 
being reported in a paper altogether (e.g., Trafimow & Marks, 2015; for an evaluation of this practice, 
see Fricker Jr., Burke, Han, & Woodall, 2019). Recently, De Boeck and Jeon (2018) argued that 
although the literature is rife with suggestions on how to increase replication rates ‒ including statis-
tical “corrections” for biases, errors, and questionable research practices ‒, many of these sugges-
tions are built on untested assumptions, and some of the suggestions may have unintended side 
effects. Thus, a systematic evaluation of these suggestions is needed, with regard to (a) the plausi-
bility of their underlying assumptions, (b) their acceptability and implementability in different research 
areas and disciplines, (c) their effectiveness with regard to the primary outcome variable (i.e., repli-
cation rates), and (d) their unintended side effects. 

Among the methodological remedies mentioned before, the implementation of “open science” stand-
ards in the context of article submissions and funding proposals has been most enthusiastically em-
braced, but also most heatedly discussed in the scientific community.3 By motivating researchers to 
commit to these “open science” standards, the proponents of this view hope to decrease the preva-
lence of questionable research practices and honest mistakes (see Section 2.2.1) and, thus, to im-
prove replication rates (e.g., Grahe, 2018; Jussim, Crawford, Anglin, Stevens, & Duarte, 2016; Kid-
well et al., 2016; Sakaluk & Graham, 2018; Wicherts, Bakker, & Molenaar, 2011; Wicherts, 
Veldkamp, Augusteijn, Bakker, Van Aert, & Van Assen, 2016). However, three issues are worth 
discussing. First, we currently do not know whether these measures have any effect on increased 
replication rates. For example, even if there were more open data and analysis code available, QRPs 

                                                
3 Although the umbrella term “open science” is defined much more broadly (e.g., OECD, 2015), the following six facets of 
“open science” are particularly relevant (see LeBel et al., 2018; Spellman, Gilbert, & Corker, 2017): (1) Preregistered 
specification of the empirical hypotheses, the sampling and recruitment procedure, the analytical procedure, etc., (2) Com-
pliance with reporting standards, such as adhering to established or newly developed reporting guidelines (e.g., the CON-
SORT guidelines for randomized controlled trials established in the life sciences; Schulz, Altman, & Moher, 2010), (3) Open 
materials, including study materials, videos or protocols showing mock trials of the experimental procedure, etc., (4) Data 
sharing in compliance with the FAIR principles (findable, accessible, interoperable, re-useable; see Wilkinson et al., 2016) 
and with current data documentation standards, such as DDI (https://www.ddialliance.org/), (5) Reproducible analysis 
code, and (6) Sharing research output (open access). 

https://www.ddialliance.org/
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and errors might still exist, simply because researchers are lacking incentives to reproduce or repli-
cate others’ work (as replications are more difficult to publish and also less rewarding in terms of 
scientific recognition than “original” findings; see already Merton, 1957; Feigenbaum & Levy, 1993). 
Experiences in economics and political science have shown that published data and materials alone 
are not sufficient to make results reproducible; journals might also have to hire “data managers” who 
carefully check all files for errors and inappropriate statistical procedures (Vilhuber, 2019).  

Second, while information about low replication rates (unsurprisingly) decreases laypeople’s trust in 
science, recent research also suggests that information about “open science” reforms and research 
transparency does not increase public trust in science (Anvari & Lakens, 2019; Wingen et al., 2019; 
but see Hendriks et al., 2016). This demonstrates that seemingly plausible consequences of reforms 
do not necessarily occur and, hence, warrant empirical evaluation. 

And, third, some scholars have speculated that enforcing new standards of openness and transpar-
ency might have undesired side effects, such as a one-sided focus on data analysis at the cost of 
proper theory development (Fiedler, 2017, 2018b), a one-sided focus on false positives at the cost 
of preventing “false negatives” (Fiedler, Kutzner, & Krueger, 2012), the creation of a social dilemma 
in which individual researchers that adhering to “open science” standards are (or, at least, feel) ex-
ploited by those who do not (Abele-Brehm, Gollwitzer, Steinberg, & Schönbrodt, 2019), or an unnec-
essary bureaucratization of the scientific process with undesirable side effects on researchers’ cre-
ativity (Brainerd & Reyna, 2018; Kaufman & Glăveanu, 2018).  

As of now, there are first preliminary attempts to evaluate the effects of an increasing “open science” 
culture with regard to its desirable and undesirable side effects (e.g., Vazire, 2018; Wai & Halpern, 
2018), but a systematic research program in this regard is lacking. A collaborative effort to evaluate 
the effects of changes in incentive structures and norms on the systemic and the individual level is 
necessary; a Priority Program such as “META-REP” would provide the ideal platform for such a 
collaborative transdisciplinary effort. 

Another potential cause of low replicability is a weak logical link between theories and their empirical 
tests (Glöckner & Betsch, 2011; Muthukrishna & Henrich, 2019; Oberauer & Lewandowsky, 2019). 
This also relates to the context-dependency argument (see Section 2.2.2), according to which sub-
stantive moderator variables may account for heterogeneity in effect sizes. In order to test the effects 
of these moderators, they need to be specified. Ideally, such a specification builds on a priori theo-
rizing; however, it is more reasonable to assume that theory specification is an iterative process that 
requires both reasoning and interpreting empirical data. In line with this notion, Glöckner, Fiedler, 
and Renkewitz (2018) recently suggested that authors store their fully specified theories in a joint 
and versioned theory database. Such a database would (1) allow authors to efficiently and instantly 
revise their theory (e.g., add boundary conditions), (2) allow readers (and students) to immediately 
retrieve the current status of the theory (instead of, for instance, an outdated textbook version), and 
(3) allow researchers interested in replication to test the relevant versions of a theory. Post-hoc de-
bates between the replicators and the original authors concerning boundary conditions and “hidden 
moderators” could thus be avoided, and theory development would become a more collaborative 
enterprise. To date, there is no empirical evidence that “cumulative theory-building” works, how it 
works best, and whether it is actually likely to have its desired effects (and no undesired side effects). 

Taken together, projects included in “META-REP” will 

1. evaluate different measures, strategies, and tools that have been proposed and implemented 
to increase replication rates with regard to (a) the theoretical plausibility and empirical validity of 
their underlying assumptions, (b) their acceptability and implementability in different research 
areas and disciplines, (c) their effectiveness with regard to the primary outcome variable (i.e., 
replication rates), and (d) their unintended side effects; 
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2. refine existing suggestions and propose new suggestions to increase replication rates while 
keeping a holistic, multi-level approach in mind (i.e., addressing both individual-level and system-
level conditions as well as their interactions; see also Section 2.1); 

3. assess and evaluate instruments to monitor changes in norms, incentive structures, and sci-
entific practices in different disciplines (e.g., quality assurance measures in scientific journals, 
funding agencies, and scientific organizations). 

 

3 Merits of the Proposal Taking into Account the Objectives of the 
Program 

3.1 Originality of Research Questions in Terms of Topic and/or Methodology 
We are in the midst of a lively and constructive discussion about the meanings and causes of low 
replication rates in the behavioral, social, and cognitive sciences and about potential improvements 
for the current situation. Now, the time is ripe to investigate these perspectives systematically and in 
a collaborative and interdisciplinary fashion. In other words, what is currently needed is a solid, evi-
dence-based, and widely applicable (meta-)science of replicability (or “replication science”). The 
presently proposed “META-REP” program will contribute to this emerging field by (1) describing 
and defining “replication” (including “successful” vs. “failed” replications) across different scientific 
disciplines (the “what” question; see Section 2.1), (2) explaining why replication rates vary across 
and within different disciplines (the “why” question; see Section 2.2), and (3) evaluating measures 
that have been proposed and implemented to increase and maintain replication rates (the “how” 
question; see Section 2.3). The underlying assumption is that replicability is a research object that 
needs to be treated with the same scrutiny and scientific rigor as any other research object. 

To achieve this goal, “META-REP” will focus on replicability in a selected subset of empirical sci-
ences (i.e., the behavioral, social, and cognitive sciences), including psychology (basic and applied), 
cognitive neuroscience, psycholinguistics, sociology, behavioral economics, and communication sci-
ence. Of course, replicability is also an issue in other sciences (such as the “hard” natural sciences 
or the life sciences; see Prinz et al., 2011). Yet, to ensure a certain sense of mutual understanding 
among researchers involved in “META-REP” and to facilitate collaboration between them, projects 
joining “META-REP” should focus on issues of replicability specifically in the behavioral, social, and 
cognitive sciences. We believe that such a focus in necessary to keep “META-REP” as coherent as 
possible while, at the same time, taking different data structures (such as experimental and obser-
vational, low and high dimensional data) and research practices in different disciplines into account. 
The disciplines mentioned here were selected because they have started treating “(non)replicability” 
as a phenomenon that warrants a meta-scientific explanation. In addition, these disciplines have 
already implemented measures to increase replication rates, which now require a systematic evalu-
ation. Contributions from neighboring disciplines, such as philosophy of science, history of science, 
scientometrics, or the life sciences, are welcome if they explicitly adopt a meta-scientific perspective 
on replicability in the behavioral/social/cognitive sciences. 

 

3.2 Delimitation of Scope Taking into Account the Duration of a Priority Program 
The proposed “META-REP” program comprises two funding phases with three years each, that is, 
six years in total. In the first funding phase, we expect projects to focus more on the “what” question 
(describing and defining replication, Section 2.1) and the “why” question (explaining replication, Sec-
tion 2.2), because a common definition of (non)replicability and a comprehensive understanding of 
its causes help develop appropriate measures to improve the status quo. Individual projects in the 
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second funding phase will focus more on the “how” question, that is, the evaluation of potential im-
provements and actions as described in Section 2.3. 

 

3.3 Coherence of Planned Research Activities 
First, all individual projects will have to adopt a meta-scientific focus on the (non)replicability of find-
ings in the behavioral, social, and cognitive sciences. Project proposals will have to clearly indicate 
whether they intend to focus on the “what” question (see Section 2.1), the “why” question (see Sec-
tion 2.2), or the “how” question (see Section 2.3). The list of potential applicants and tentative project 
titles in Table 2 shows that this is possible and feasible. 

Second, to facilitate mutual cooperation and exchange between individual projects in this Priority 
Program, a collaborative groupware environment will be developed and operated by the Leibniz 
Center for Psychological Research (ZPID) at the University of Trier. This scientific groupware plat-
form will allow all research groups to easily create, share, synchronize, and discuss all kinds of 
research-related digital objects (e.g., raw data, experimental control- and statistics scripts, software 
and documentation) between the partners, tightly integrated with collaboration and communication 
tools. Following an accepted publication, the research outcomes (e.g. data, scripts, supplements) 
and the documentation of all processes yielding these outcomes (e.g., communication history, pro-
tocol development steps) can be made available long-term as downloadable, annotated files in Psy-
chArchives, ZPID’s certified and GDPR-compliant repository. Sensitive research data, usually raw 
data, will also be stored in the same repository and made available through a secure access proce-
dure for scientists (requiring in-person appointments to on-site data centers). Furthermore, the work-
space and accompanying support infrastructures (developer located at ZPID) will facilitate and co-
ordinate distributed lab projects to harness synergies between projects. 

Third, all participating projects will be encouraged to pre-register their hypotheses, methods, and 
analysis plans (unless their research question is explicitly exploratory, or non-empirical) and to doc-
ument and share their research data and materials according to the DFG guidelines. The goal of this 
tool is to render all digital research objects generated in “META-REP” projects reproducible, findable, 
accessible, interoperable, and reusable. The diverse data collection from this program, to be pro-
vided long-term for re-usability via PsychArchives operated by ZPID, will be a rich source for sec-
ondary data analysis that might answer substantive as well as meta-scientific research questions 
that go beyond the primary project goals. The usage of registered reports as publication format will 
be encouraged where appropriate to alleviate publication bias. 

 

3.4 Strategies for Collaborating/Networking across Disciplines and Locations 
In addition to the infrastructural aspects mentioned in the previous section, we will encourage (and 
even expect) collaborative efforts among individual projects and offer the possibility for  

● Distributed research initiatives, where individual projects may initiate “deep replication” at-
tempts of a particular effect in a wide network of labs. Certain costs for such initiatives (e.g., for 
translating the materials into other languages, for participant reimbursement etc.) may ‒ at least 
in part ‒ be covered by the coordination project. 

● Adversarial collaborations, where dissenting teams/labs (that, for instance, disagree on 
whether low replication rates are due to inflated false-positive rates or to context-dependency; 
see Section 2.2) work together to test their respective hypothesis in a most rigid fashion (see 
Mellers, Hertwig, & Kahneman, 2001; or Kerr et al., 2018, for examples). 

http://www.psycharchives.org/
http://www.psycharchives.org/
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● Cumulative theory-building, where scholars store a (fully specified) theory that they developed 
in a “theory database” (Glöckner et al., 2018; see also Section 2.3), allowing researchers from 
other projects to add boundary conditions or other specifications, and to test specific aspects of 
that theory in their own project. 

● Data sharing and data pooling, where all researchers involved in “META-REP” are encouraged 
to share and use the data generated in the program to the extent that it is informative and useful 
for their own project. This will be facilitated by a repository, respective tools, and data curation 
services provided by the requested professional curator to be located at ZPID in Trier. 

Project proposals should specify which of the aforementioned forms of collaboration is feasible for 
them, and − roughly − what such a collaboration could look like. During the selection process of 
individual projects into the program, the program committee will keep potential opportunities for col-
laboration among projects in mind. In addition, a kick-off meeting for all PIs will be organized within 
the first month of the program, that is, right at the start. In this meeting, collaborations between 
projects will be explicitly elaborated by the PIs. 

In addition to these specific measures, networking strategies that have been effective in previous 
Priority Programs will be implemented in the presently proposed program: 

● Regular meetings (once a year, with a kick-off meeting at the beginning of each funding period) 
among all PIs and scientific personnel employed in the respective projects, to take place at LMU 
Munich (2 days each, 3 meetings in total during the first funding phase) 

● Regular retreats (in Years 1 and 2 of each funding period) for all PIs and scientific personnel 
employed in the projects (4 days each). During these retreats, pre- and post-doctoral researchers 
in the projects will have the opportunity to present the current status of their projects, to receive 
professional feedback from all PIs, and to “swap papers” with their peers. In addition, external 
guests (e.g., international collaboration partners, journal editors, representatives from scientific 
organizations, etc.) will be invited to give talks and participate in discussions. 

● Program-specific workshops (approx. 2 per year, i.e., 6 in total during the first funding period) 
specifically designed for the current program. Three workshops will deal with meta-scientific 
methodological or philosophical aspects or with similar “replicability debates” in other disciplines, 
for instance, the natural sciences or the life sciences. These “interface workshops”, to which 
researchers from other disciplines will be specifically invited, aim to build bridges between the 
sciences. Based on the insights from these “interface workshops”, we will also discuss whether 
“META-REP” should be thematically broadened in the second funding phase. In addition to these 
“interface workshops”, other workshops will be specifically designed for pre- and post-doctoral 
researchers in the program. One workshop per funding period will be on “good scientific practice” 
(following the curriculum developed by the “Ombudsman für die Wissenschaft”). 

● International Conferences on Replication Science (at the end of the first and the second fund-
ing period, i.e., Years 3 and 6). At this conference, projects will present their findings to a wider, 
and more interdisciplinary audience. Researchers, representatives from scientific organizations 
(such as the APA or the APS) and from funding agencies (such as the European Commission), 
science journalists, and other interested individuals will be invited to discuss the state of replica-
tion research and the situation of behavioral, social and cognitive science as a whole in a broader 
context. Thus, these conferences aim to disseminate the findings obtained in the Priority Pro-
gram to the general public. They will be organized in collaboration with the Center for Advanced 
Studies (CAS) at LMU Munich. 

Finally, the coordination project will encourage and facilitate the development of interdisciplinary 
products coming out of this Priority Program, that is, edited books, special issues in high-impact 
scientific journals, symposia at international conferences, etc. This will attract the attention of an 
international audience and increase the program’s visibility in the global scientific community. 
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3.5 Early Career Support, Promotion of Female Researchers, Family-friendly 
Policies 

To support pre- and post-doc researchers involved in the program as scientific personnel, the fol-
lowing measures will be implemented and coordinated by the coordination project: 

● Supervisory agreements are encouraged and, if necessary, provided for pre-doctoral research-
ers. Supervisory agreements are nowadays standard elements of PhD procedures. The coordi-
nation project can offer help and services to develop these agreements and to make them as 
comparable to each other (across projects) as possible. 

● “Treasure box” funding: Pre- and post-doctoral researchers in the projects can apply for extra 
funding to conduct special collaborative mini-projects for which no funds were applied in the 
project proposals. These mini-projects could be, for instance, the re-analysis of a dataset to test 
a specific hypothesis or to apply a special analytic method, the organization of a mini-conference 
with a specific thematic focus, the invitation of an international expert for a workshop, etc. Funds 
for these mini-projects are capped at 2,000 Euro each; these projects must be open to all re-
searchers involved in the program, and at least two labs/teams must collaborate on these pro-
jects. Up to five of these mini-projects can be funded per funding period. 

● Secondary supervision of doctoral theses by other PIs involved in the program is encouraged 
and facilitated by the coordination project. For post-doctoral researchers, secondary mentorships 
by other PIs in the program are encouraged. Researchers who want to spend some time (2-3 
months) at their secondary supervisor’s/mentor’s lab can apply for special funding that covers 
the travel costs for such a “lab visit.” 

● Start-up funding: Post-doctoral researchers and pre-doctoral researchers in their final year can 
apply for a stipend extending their project contract by 12 months. This stipend includes funds for 
travel and other expenses; during that time, we expect recipients to write their own grant proposal 
to the DFG (“Antrag auf eigene Stelle”). This allows them to develop their own independent re-
search program, and to pursue and strengthen their academic career. In total, six start-up sti-
pends will be awarded (three in each funding period). 

To particularly support female researchers in their academic career, the following measures will be 
implemented and coordinated by the coordination project: 

● Pre- and post-doctoral researchers can apply for funding for external mentorship (by a mentor of 
their choice) and for specific training programs focusing on gender-specific challenges, skill en-
hancement, networking, and leadership (open for all genders). 

● Successful nationally and internationally visible female researchers will be invited to give talks 
and workshops. 

To support researchers with children and to create a family-friendly environment in the proposed 
program, researchers with children can specifically apply for: 

● special childcare funding (e.g. babysitters) if this childcare is necessary and takes place outside 
the regular opening hours of childcare facilities (according to DFG regulations), 

● student research assistants who help researchers with young children better coordinate aca-
demic work and childcare, 

● funds for professional childcare during the central events of the program, that is, annual meet-
ings, annual retreats, workshops, and conferences. 

These funds will be centrally administered by the coordination project. Thus, researchers can directly 
apply for these funds at the coordination project of the Priority Program. In addition, meetings, re-
treats, etc. will take place on family-friendly dates and times. 
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3.6 Networking of Planned Research Activities within the International Research 
System 

A central website for the program will be set up and hosted at the ZPID in Trier. This website will 
inform readers about the aims and scope of “META-REP,” the participating researchers, the individ-
ual projects, program-specific events, and scientific products that result from the program (i.e., pub-
lications, talks, tools, etc.). The content will be presented both in German and in English in order to 
attract and address not only a scientific community, but also a lay audience. 

In addition, “META-REP” will make contact with stakeholders who may be interested in or profit from 
the research carried out in the program. This includes journal editors, representatives from scientific 
organizations as well as from funding agencies, science journalists, and other individuals inside and 
outside academia. These groups will be invited to the international conferences that will take place 
near the end of each funding period. In addition, individuals can be invited at other occasions, for 
instance, to give talks, workshops, or to participate in round-table discussions with the researchers 
involved in the program. 

Finally, “META-REP” will establish relationships with scientific organizations that are specifically in-
volved in the “replicability debate” in the behavioral, social and cognitive sciences, including the 
German Research Foundation (Deutsche Forschungsgemeinschaft, DFG), the Society for the Im-
provement of Psychological Science (SIPS), the American Psychological Society (APS), the Ameri-
can Academy for the Advancement of Science (AAAS), or the U.S. National Academy of Science 
(NAS). Besides submitting special symposia at conferences organized by these societies and or-
ganizations, the coordination project of “META-REP” will regularly inform representatives from these 
societies about new publications or findings and upcoming events. The goal is to contribute to and 
sustainably enrich international discussions about the replicability of behavioral, social and cognitive 
science research on the basis of the findings obtained in “META-REP.” 
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