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Outline

• Background: Psychological research in a time of Big Data

• Challenges for data analysis

• Part 1: Exploration

• Part 2: Prediction

• Illustrations
• Exploration: 500 families

• Prediction: Systems vaccinology

• Playtime: RegularizedSCA
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Background:
Psychological research in a time of Big Data
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Big Data in the (Behavioral) Sciences

• Everything is measured
• What we think and do: Social media, Web browsing behavior

• Where we are and with whom: GPS tracking, cameras

• At a very detailed level: Experience sampling, neuron, DNA

• Data are shared
• Open data: in science, governments (open government data)

• Data are linked
• Government

• Science: multi-disciplinary

• Linked Data web-architecture
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• Traditional data: Health & Retirement Study

R
es

p
o

n
d

en
ts

W
e

ll b
e

in
g

1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

10 000

Questionnaire 
data

1               …              500



Big Data in Psychology, Trier, 2018 7

• Health & Retirement Study: traditional + novel type of data

• Multiple sources, heterogeneous in nature

• High-dimensional (p>>n)
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• Illustration II: ALSPAC household panel data

• Multiple sources / multi-block (heterogeneous)

• High-dimensional

• (no outcome)

Big Data in Psychology, Trier, 2018 8

re
s

p
o

n
d

e
n

ts



Big Data in Psychology, Trier, 2018 9

R
es

p
o

n
d

en
ts

1                                                             …                                                           100000

Questionnaire 
data

Clinical
data

(Epi)-Genetic data

1      …      1001    …   10

Cogn.
Fctn

1
.
.
.
.
.

1000

• Illustration III: ADNI data

• Multi-block data 
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 Extremely information-rich data

• 1) Gives insight in the interplay between multiple factors / system or multi-
disciplinary point of view  (Exploratory; hypothesis generating)

Eg. gene-environment interactions: Link susceptibility genes with
protective/risk-provoking environmental conditions

• 2) Adds context, detail => deeper understanding + more accurate prediction

Eg. Similar income, social network, health but difference in well-being?

However, statistical tools fall short … how to find the linked variables?
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Non-theory driven nature of Big Data

• Novel / Big data:

• NOD: Naturally Occurring Data

• High-throughput screening (eg, GWAS)

=> untargeted

Furthermore, little theory available on these novel sorts of data.

• Relevant variables? Introduces a variable selection problem.
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The hidden link

• Traditional and novel data are very different:

• Different sizes of data blocks, different noise/measurement levels

• Stronger correlations of variables within blocks than between
blocks

• Traditional: Eg, response tendencies, general psychological processes

• Novel: Eg, (general) biological processes

=> Link variables / shared mechanisms are hidden while block-specific
mechanisms dominate
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The hidden link

• Popular but bad ideas for analysing linked (traditional with) big data:

• 1) glueing the data together and analysing them as one block

• 2) analysing each block separately and comparing the results
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Furthermore …
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In sum: The challenges

• Automated selection of variables needed, in the (ultra-) high-
dimensional setting (=many more variables than observations)

• Integrative approach: find shared mechanisms, even if hidden / 
dominated by source-specific sources of variation

• Computational efficiency (time + memory)

• Avoid capitalization on chance

Big Data in Psychology, Trier, 2018 16



PART I:
Sparse Common Components
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Revealing the linked variables
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Sparse CoCo: Basic principles

• Detection of relevant variables

• Find shared / linked mechanisms throughout the data blocks

=> Selection of linked variables (between blocks)
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Solving the challenges

• Exploratory approach needed

• Find structural sources of variation / shared mechanisms

Usual suspect: Principal component analysis (Exploratory Factor Analysis)

Sparse CoCo is an extension of PCA
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The first suggestion I would have for the authors would therefore be 
to present what they are doing in terms that will be more 
recognizable to readers. In the discussion they imply that their 
method could be applied to factor analysis as well as PCA. If this is 
truly the case, then I'd suggest that they rework their presentation 
and present this as an extension of factor analysis instead of PCA. This 
would dramatically increase reader interest in the paper.

An anonymous reviewer
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The Elements of Statistical Learning (2009)



• Notation and naming conventions

• data block: denotes the different data sources forming the multiblock data

• Xk : data block k (with k=1,…,K );  the outcome(s) - if present - is denoted by Y
(y if univariate)

• Each of the data blocks: same set of observation units (respondents)
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The many faces of PCA

• 1. Linear combination with maximal variance
max𝐰 𝐰𝐗′𝐗𝐰 with 𝐰′𝐰 = 1 and 𝒘𝑟

′𝒘𝑞 = 𝟎 for 𝑟 ≠ 𝑞

• 2. Data reconstruction/dimensionality reduction
min𝐓,𝐏 𝑿 − 𝐓𝐏′ 2

s.t. T’T=I

• 3. Data reconstruction/dimensionality reduction
min𝐖,𝑷 𝑿 − 𝐗𝐖𝐏′ 2

s.t. P’P=I

• 4. And the SVD:
𝐗 = 𝐔𝐒𝑽′ + 𝑬 with 𝐔′𝐔 = 𝐈, 𝐕′𝐕 = 𝐈, and 𝐒 diagonal

Do the distinctions matter? Aren’t they all the same/equivalent?
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Focus on loadings P: Indicators reflect the concept

Concept = construct

Measure: scale WAIS

What is the 
advantage of 
keeping 
money in a 
bank?

Intelligence

Name the

last five 

presidents of 

the USA

Repeat

after me: 

7 5 3 2 1 6 

indicators

Scale: measures a concept that is latent, non-observable
Indicators reflect the “effects” of the concept
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p1
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p3
p4
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Focus on weights W: Indicators form the concept

Polygenic risk 
score

rs729861
rs3770018 rs1031681

rs1799913

Risk 
depression

Concept

Measure: index

Index: measures a concept that depends on observable characterisics
In this case indicators “make up” the concept; reification

Indicators: SNPs
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w4
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https://www.snpedia.com/index.php?title=Rs729861&action=edit&redlink=1
https://www.snpedia.com/index.php?title=Rs3770018&action=edit&redlink=1
https://www.snpedia.com/index.php/Rs1031681
https://www.snpedia.com/index.php/Rs1799913


Here: focus on data reconstruction, considering
both the weight (formative) and loading
(reflective) PCA model
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• Principal component models

• Weight based variant:

Xk = Xk WkPk
T + Ek s.t. Wk

TWk = I,                       (1)

= Tk Pk
T + Ek

with Wk (Jk×R) the component weights, Tk (I×R) the component scores, and Pk

(Jk×R) the component loadings

Interpretation of component trk based on Jk (!) regression weights:                
tirk=Sjwjrkxijk (𝑇~𝐗𝑘 -> high-dimensional regression)
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• Principal component models

• Loading based variant

Xk = TkPk
T + Ek           s.t. Tk

TTk = I,                         (2)

Interpretation of component trk based on Jk (!) correlations:

r(xjk,trk)=pjrk (𝑋𝑗𝑘~𝑇𝑟𝑘 -> low-dim. regression, indep. pred.)

• Note: In a least squares approach subject to Pk
TPk=I, we have Wk=Pk
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• Simultaneous component analysis

For all k:
Xk = TPk

T + Ek s.t. TTT=I (3)

-> same component scores for all data blocks!

1. Weight based variant:

[X1 ... XK] =               T [P1
T ... PK

T] + [E1 ... EK
T]

= [X1 ... XK] [W1
T ... WK

T]T [P1
T ... PK

T] + [E1 ... EK
T]

2. Loading based variant:

Xconc = T Pconc
T + Econc (4)
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• Simultaneous components

• Model the largest source of variation in the concatenated data, often this is 
source-specific variation or a mix of common and specific variation

• Guarantee same source of variation for the different data blocks

• But … do not guarantee that the components are common!

• See also Schouteden et al. (BRM, 2013): Rotation to common & specific components
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• Common component analysis (CoCo)

– Account for dominating source specific variation

– Common component model:

Xconc = TPconc’ such that T’T=I and Pconc has common / specific structure

– Structure can be imposed (constrained analysis, if K small / structure known)

– Or: Xk= XconcWconcPk’ with the Wconc having common / specific structure

P1 P2

Common x x x x x x x

Spec1 x x x 0 0 0 0

Spec1 0 0 0 x x x x
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• So far, so good …

• Yet:

• Interest in relevant / important variables (social factors, genetic markers)?

• Interpretation of the components based on 1000s of loadings/weights is infeasible

• PCA estimates are not consistent in case of high-dimensional data (Johnstone & Lu)

Need to automatically select the “relevant” variables! 

Sparse common components are needed.
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• Structured sparsity:

• Sparse common components: few non-zero loadings in each data block Xk

• (Sparse) specific components: (few) non-zero loadings only in one/few data 
blocks Xk
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X1 X2

Common x 0 0 x x 0 x

Dist1 x x x 0 0 0 0

Dist1 0 0 0 x 0 x x



• Sparse analysis

– Impose restriction on the loadings/weights: many should become zero

– S-O-A: add penalties (e.g., lasso) to the objective function

Variable selection: How to?
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• Sparse SCA: Objective function

Add penalty known to have variable selection properties to SCA objective function:

Minimize over T and PConc and such that 𝐓′𝐓 = 𝐈 and Pconc constrained

𝑿𝐶𝑜𝑛𝑐 − 𝐓𝐏𝐶
′
𝑜𝑛𝑐

2 +  𝑟,𝑘 𝜆𝑟,𝑘 𝐩𝑟,𝑘 𝟏

with 𝐩𝑟,𝑘 𝟏 =  𝑗 𝑝𝑗𝑘𝑟 the L1 penalty or lasso tuned by lr,k ≥ 0

-> shrinks and selects variables
-> penalty can also be applied to the weights: 

𝑿𝐶𝑜𝑛𝑐 − 𝑿𝐶𝑜𝑛𝑐𝑾𝐶𝑜𝑛𝑐𝐏𝐶
′
𝑜𝑛𝑐

2 +  𝑟,𝑘 𝜆𝑟,𝑘 𝐰𝑟,𝑘 𝟏

Fit / SCA Penalty
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Why not rotation to simple
structure?

• Must read : Cadima & Jolliffe (1995)

• Ordinary simultaneous component analysis, common 
interpretation practice (VARIMAX + thresholding)

• %VAF: .31 (if calculated with neglected loadings set equal
to zero)

• Sparse SCA, lasso in action

• %VAF: .35 (>.31, VARIMAX!!!!)
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PC1 PC2 PC3

ANGRY 0 0 0

ANGRY_1 0 0 0

DEPRE 0.24 0 0

DEPRE_1 0.23 0 0

SAD 0.24 0 0

SAD _1 0.24 0 0

ANXIOUS 0.21 0 0

ANXIOUS _1 0.21 0 0

RELAXED 0 0.23 0

RELAXED_1 0 0.20 0

HAPPY 0 0 0

HAPPY_1 -0.20 0 0

RUMINATION 0.22 0 0

RUMINATION_1 0.20 0 0

REFLECTION 0 0.26 0

REFLECTION_1 0 0.28 0

RE-APPRAISAL 0 0.23 0

RE-APPRAISAL_1 0 0.25 0

SUPPRESSION 0.20 0 0

SUPPRESSION_1 0 0 0

SOCIAL SHARING 0 0.31 0

SOCIAL SHARING_1 0 0.32 0

DISTRACTION# 0 0 -0.22

DISTRACTION_1 0 0 -0.20

IMPORTANCE_1 0 0.21 0

IMPORTANCE_1 0 0.21 0

(DIS)ADVANTAGEOUS 0 0.26 0

(DIS)ADVANTAGEOUS_1 0 0.22 0

OTHER RESPONSIB 0 0 0.41

OTHER RESPONSIB_1 0 0 0.40

SELF-RESPONSIB 0 0 -0.39

SELF-RESPONSIB_1 0 0 -0.40

CONTROLLABILI 0 0 -0.20

CONTROLLABILI_1 0 0 -0.22

EMOT COPING -0.21 0 0

EMOT COPING_1 -0.22 0 0
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• In-house Algorithm: Alternating procedure

Given fixed tuning parameters and number of common and distinctive
components, do

0. Initialize Pconc

1. Update T conditional upon Pconc

Closed form: T=UV’ with U and V from the SVD of XCP (I×R -> 
small for H-D data)

2. Update Pconc conditional upon T

Coordinate descent (see next)

3. Check stop criteria (convergence of the loss, maximum number of 
iterations) and return to step 1 or terminate
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Coordinate descent

L = 𝑿𝐶𝑜𝑛𝑐 − 𝐓𝐏𝐶𝑜𝑛𝑐
′ 2 +  𝑟,𝑘 𝜆𝑟,𝑘 𝐩𝑟,𝑘 𝟏

=k +  𝑗
𝑘
,𝑟  𝑖 𝑥𝑖𝑗 − 𝑡𝑖𝑟𝑝𝑗𝑘𝑟

² + 𝜆𝑟,𝑘 𝑝𝑗𝑘𝑟

For which the root can be found using subgradient techniques (this is a 
standard lasso regression problem)

Note that the problem is separable over j and that T is orthogonal

=> all 𝑝𝑗𝑘𝑟
can be updated simultaneously (fast!!!)

=> fixing of loadings / constrained analysis is
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• Hence, the following soft thresholding update of the loadings:

𝑝𝑗
𝑘
𝑟 =

 𝑖 𝑥𝑖𝑗
𝑘
𝑡𝑖𝑟 − 𝜆𝑟/2

1 + 𝑑𝑗
𝑘
𝑟

if 𝑝𝑗
𝑘
𝑟 > 0

 𝑖 𝑥𝑖𝑗
𝑘
𝑡𝑖𝑟 + 𝜆𝑟/2

1 + 𝑑𝑗
𝑘
𝑟

if 𝑝𝑗
𝑘
𝑟 < 0

0 else

which can be calculated for all loadings of component r simultaneously using
simple vector and matrix operations!!!

=> Highly efficient (time+memory), scalable to large data
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• Algorithm: Weight based variant (sparseness on weights)

• Similar type of algorithm can be constructed

• Expression to estimate 𝑤𝑗𝑘
∗𝑟∗ using coordinate descent (cycle over all  𝑅 𝑘 𝐽𝑘

coefficients); sparse group lasso case

The expression for an individual coefficient is not very expensive but has to be
calculated many times. Also here adding elementwise constraints is 
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𝑤𝑗𝑘
∗𝑟∗ =

 𝑖,𝑘,𝑗𝑘
𝑥𝑖𝑗𝑘

∗𝑟𝑖𝑗
𝑘
𝑝𝑗

𝑘
𝑟∗ − 𝜆1, 𝑟

/2

1 + 𝜆2, 𝑟

if 𝑤𝑗𝑘
∗𝑟∗ > 0

 𝑖,𝑘,𝑗𝑘
𝑥𝑖𝑗𝑘

∗𝑟𝑖𝑗
𝑘
𝑝𝑗

𝑘
𝑟∗ + 𝜆1, 𝑟

/2

1 + 𝜆2, 𝑟

if 𝑤𝑗𝑘
∗𝑟∗ < 0

0 else

Ridge penalty has to
be included



• Algorithm

• Coordinate-wise approach allows to fix coefficients

• This can be used to define the specific components by fixing to zero those
coefficients corresponding to the block(s) that is not accounted for by the
component

• Often no prior knowledge on number of specific components; for which
block(s) they are specific => we also included a group lasso penalty (performs
selection at the block level)

• Is run with input of the nr of components; their status (common/specific) 
and/or values for the (group) lasso tuning parameter => MODEL SELECTION
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Some illustrations
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500 Family Study (Schneider & Linda, 2008)

• Three data blocks: 195 families 
• Father -> 8 variables
• Mother -> 8 variables
• Child -> 7 variables
Here: part of questionnaires

• Analyzed with the RegularizedSCA package (available from CRAN)
• This is the sparse loading variant
• Several options for model selection; includes the DISCO rotation

• Exploratory analysis
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• Model Selection Step 1: Number of components?

• VAF method => 5 components
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• Model selection Step 2: Status components and degree of 
sparseness?

• Cross-validation for both group lasso and lasso tuning parameters
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PART 2:
Prediction in a high-dimensional context, 

the psychologist’s way
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Illustration: An insightful linear model for
high-dimensional prediction

• Motivating example: Systems vaccinology (Nakaya et al., 2011)

Big Data in Psychology, Trier, 2018 50

2

i

.

.

.

26

.

.

.

. . . . . .
1

X y

1

.

.

.

.

.

26



Sparse Principal Covariates Regression
• Extension of PCovR (de Jong & Kiers, 1992)

• Simultaneous sparse PCA and regression

• Stability selection (Meinshausen & Buhlmann, 2010)
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Systems vaccinology example: Comparison of results with sparse PLS
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𝑟  𝑦, 𝑦 ² for elastic net = 0,06 (200 non-zero regression weights, tuned with CV using 
glmnet)



• SPCovR: Biological content of selected transcripts

• Sparse PLS: no (significant) terms found
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DISCUSSION
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• We presented a generalization of sparse PCA to the multiblock case

• Sparsity can be imposed accounting for the block structure

• Sparsity can be imposed either on the weights or the loadings

• Several (combinations of) penalties possible

=> Flexible modeling framework that includes several known methods as 
special cases: E.g., SPCA (Zou et al., 2006); sPCA-rSVD (Shen & Huang, 
2007); SCA (Escofier & Pagès, 1983); and PCA
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• We also presented an extension of PCovR to the high-dimensional
setting

• This method balances prediction with interpretation and –in a sense –
presents the best of two worlds (machine learning/data mining and
psychometrics)

• Gave highly promising results on worst-case definion of Big Data for
the statistician (this is, (ultra-)high-dimensional)

• Stability selection is a key ingredient
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• Planned developments / in progress

• Merger of the two projects: Prediction based on sparse common covariates

• Extension to long data and the presence of heterogeneity (Presentation of 
Shuai Yuan)

• (Further) develop model selection methods

• Causal relations: network approach (Presentation Pia Tio) and beyond

• Improve efficiency R package, add weight based approach, add visualization

• Proof of the pudding: Joint analysis questionnaire + genetic (and other) types 
of data
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Much to learn, we still have



• Software:
• RegularizedSCA package available from CRAN
• Sparse Principal Covariates regression available from GitHub:

https://github.com/katrijnvandeun/SPCovR

• References:
• Gu, Z., & Van Deun, K. (2018). RegularizedSCA: Regularized simultaneous component 

based data integration. Under review.

• Van Deun, K., Crompvoets, E.A.V., & Ceulemans, E. (2018). Obtaining insights from 
high-dimensional data: Sparse principal covariates regression. BMC Bioinformatics, 
19:104. 
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https://github.com/katrijnvandeun/SPCovR


Thx to the cool people!
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Mr. Sparse W Mr. Clusterwise
sparse CoCo

Mr. Regularized
SCA

Mr. CompareMrs. SNAC



Thank you!

&
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