
In the following, we show how we conducted our instrumental variable regressions, including 

annotated outputs (the R code is in blue). 

 

Pre-Study 

 

To test the strength of the instrument, we use the ivmodel package (Kang et al., 2020). The section 

“First Stage Regression Result” shows the F statistic of the excluded instrument (condition). → see 

the yellow frame 

 

The F-value is significant, F(1, 164) = 16.15 (p = .000). To indicate the relevance of our instrument, it 

has to be compared to the critical value by Stock and Yogo (2005) and should be at least larger than 

the critical value of 8.96 (allowing for a 15% bias). Our value is above the critical value of 8.96 and 

even close to the strictest critical value of 16.38 (allowing for a 10% bias). 

  



Additionally, control variables can be included. They must be added in the first- and second-stage 

regression: 

 

In our case, including the control variables leads to an even stronger even stronger relevance of our 

instrument, F(1, 158) = 20.19 (p = .000), exceeding even the strictest critical value of 16.38 by Stock 

and Yogo (2005). Therefore, we argue that our manipulation should be an appropriate instrument. 

With the ivmodel package, we can also calculate the appropriate sample size for our main 

experiment. We use the IVsize function and conduct it for the 2SLS approach with and without 

control variables, a power of .90, and assuming a true effect on performance of half a standard 

deviation (coef. = 17.31; see Table S3.3 for the standard deviation of performance). The resulting 

minimal sample size was N = 589 (without controls; with controls, the required sample size was 

smaller: N = 465): 

 

 

 

  



Main Experiment 

 

For the main experiment, we also use the Applied Econometrics with R (AER) package (Kleiber & 

Zeileis, 2008). AER is based on the same formulas as ivmodel. 

AER:  

First, we enter our instrumental variable (i.e., the leadership manipulation) and the control variables 

(i.e., agreeableness, gender, age, and education) in the first-stage regression to predict the 

perceptions of combined stewardship and authenticity.  

 

The estimated effect of the manipulation on combined stewardship and authenticity perceptions is 

coef. = 0.526, SE = 0.068, p = .000 → see the yellow frame. 

The F-statistic for the excluded instrument has to be calculated in a separate step to be completely 

consistent with the ivmodel package: 

 



With F(1, 585) = 60.27, the Wald test shows that the first-stage F-statistic of the excluded instrument 

exceeds the strictest critical value of 16.38 (allowing for a 10% bias) by J. H. Stock and Yogo (2005), 

meaning that the relevance condition is fulfilled.  

We then proceed with the second-stage regression to test Hypothesis 2 and regress performance on 

the instrumented perceptions and control variables. 

 

The results do not support Hypothesis 2 (coef. = −5.645, SE = 10.505, p = .591; see yellow frame). 

To examine whether the combined stewardship and authenticity perceptions are endogenous, we 

compare the coefficient from the instrumental variable estimation to that obtained via OLS 

regression (coef. = −3.057, SE = 3.527, p = .386; see Table 10 for the OLS results). The absolute value 

obtained by instrumental variable regression is substantially larger (1.847) than that estimated by 

OLS regression. The difference between the effect sizes suggests that the effects estimated by OLS 

regression could have led to biased results. 

To test the bias statistically, we perform a Wu-Hausman test for endogeneity (Hausman, 1978; D.-M. 

Wu, 1973) → see the green frame, we request it with “diagnostics = TRUE” in the summary function. 

The endogeneity test is not significant, with F(1, 584) = 0.068, p = 0.795, indicating that the combined 

stewardship and authenticity perceptions are not biased by endogeneity.  

 

  



ivmodel:  

If we conduct the analyses with the ivmodel package, we obtain the same results (see the yellow 

frames):  

 

 

We can request not only the coefficients of the instrument perceptions but also of the other 

variables in the model: 



 


