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TESTING THE INTUITIVE RETRIBUTIVISM DUAL-PROCESS MODEL: 
ADDITIONAL DETAILS ON PLANNED CONTRAST ANALYSIS AND POWER ANALYSIS 

 
 

1. Details on planned contrast analysis 
To test our hypotheses, we performed a planned contrast analysis. We closely followed the 

procedure described by Schad et al. (2020). We first combined condition and motive (retributivism, 

deterrence, incapacitation) into one factor (ConditionxMotive) with six levels. We then expressed 

the nulls corresponding to our five hypotheses as contrasts of group means indexed by the levels 

of this factor. For example, the null corresponding to h1a can be expressed as: 
 

 1·μCR + (-1)·μCD + 0·μCI + 0·μTR + 0·μTD + 0·μTI = 0 (1) 

  

The μx are the mean rank-preferences scores of participants in group x. For example, μCR is the 

mean retributive rank-preference score in the control condition; μTD is the mean deterrence rank-

preference score in the treatment condition; etc. In other words, then, (1) states that in the control 

condition, there will be no difference between the mean retributivism  and mean deterrence rank-

preference score. 
 Once expressed in this way, we extracted all the contrast coefficients and combined them 

in the following matrix: 

⎝

⎜⎜
⎛

1 1 1 0 0
−1 0 0 1 0
0 −1 0 0 1
0 0 −1 0 0
0 0 0 −1 0
0 0 0 0 −1⎠

⎟⎟
⎞
 

  
Each column of this matrix contains the contrast coefficients of one null hypothesis. For example, 

comparison with (1) shows that the first column contains the coefficients corresponding to h1a. 

This matrix is then converted into what Schad et al. (2020) call a contrast matrix by applying the 

generalized matrix inverse. This contrast matrix has the correct format to specify the desired 

contrasts for a factor in R. The contrast matrix has full rank, so we can test all five contrasts in the 

same model. 

 To this end, we entered ConditionxMotive into a linear mixed-effects model predicting RPS 

(Bates et al., 2015). We added a random intercept for participant. In our preregistration, we had 

planned to add an additional random intercept for type of crime (blackmail, stolen property, arson, 

aggravated assault, murder); however, this model did not converge. Thus, we fit the model: 
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 RPSi = β0 + β1ConditionxMotiveh1a,i + β2ConditionxMotiveh1b,i + 

β3ConditionxMotiveh2a,i + β4ConditionxMotiveh2b,i + β5ConditionxMotiveh2c,i + 

u0i + εi , 
 

(2) 

where i indexes the participant, u0i ~ N(0, σ2u), εi ~ N(0, σ2ε). Moreover, h1a-h2c indicate the 

contrast being evaluated. Thus, estimating β1 will provide a test of h1a; estimating β2 will provide a 

test of h1b; etc. 

 
 
2. Details on power analysis 
We chose a simulation-based approach to power analysis (Brysbaert & Stevens, 2018), applied to 

the model in (2) with an added random intercept u0j ~ N(0, σ2v) for type of crime: 

 
 RPSij = β0 + β1ConditionxMotiveh1a,ij + β2ConditionxMotiveh1b,ij + 

β3ConditionxMotiveh2a,ij + β4ConditionxMotiveh2b,ij + β5ConditionxMotiveh2c,ij 

+ u0i + v0j + εij 

 

 

 The smallest mean difference between retributivism rank-preference score and either of the 

two utilitarian rank-preference scores reported by Keller et al. (2010 Exp. 2) was 3.18; we thus 

conservatively chose fixed effect sizes of β = 2.0 for the two contrasts corresponding to h1a and 

h1b. For each of the contrasts corresponding to the remaining three hypotheses, we estimated the 

smallest effect sizes of interest (Albers & Lakens, 2018) to be β = 1.5. 

 The power analysis was run using the simr package (Green & MacLeod, 2016, nsim = 

2000). Using the estimates σ2u = 1.0, σ2v = 1.0 and σ2ε = 4.0, it indicated that in order to detect the 

fixed effects specified above at a level of significance of α = 0.01 (Bonferroni corrected) with power 

of at least 90% (Chambers et al., 2019), a sample of size n > 485 participants would be required. 
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